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GICTF

Drastic change of the ICT background
occurred in 2011

Big Data expanding .
1.8 Zetta (10 ) Byte generatedin 2011

Explosion of smart phones and SNS services
488 Million Smartphones

> 415 Million (PCs + Tablets) in 2011

Great East Japan Earthquake
Recognition of importance for reliable networks,
cloud services and electric power supply



Evolution of Big Data

Annual global IP traffic will pass the zettabyte threshold by the end of 2016,
Internet Video Will Drive Most Consumer Internet Traffic Through 2016

PROPORTION OF TOTAL
US INTERNET TRAFFIC

NEWSGROUPS

PEER-TO-PEER

SourcesOhttp://www.wired.com/magazine/2010/08/ff webrip/
Cisco estimates based on CAIDA publications, Andrew Odlyzko

Pefabyfes per Month 29% CAGR 2011-2016
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Internet video
(86%, the sum of all
forms of video (TV,
VoD, Internet, and
2016 P2P))

Online gaming and VolP forecast to be 0.73% of all consumer Internet traffic in 2016

Source: Cisco VNI Global Forecast, 2011-2016
Sources:http://www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/ns70

5/ns827/VNI_Hyperconnectivity WP.html
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http://www.wired.com/magazine/2010/08/ff_webrip/

Expansion of Mobile Traffic in Japan
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East Japan Great Earthquake accelerates
the paradigm shift in social infrastructures

“Smart Grid”
Electric Power |Use L‘ OwnJ
Infrastructure Soo AT Solar Panel
N
Opposite Direction . "\\ etc.
&’ 2\
ICT Own ‘ Use

Infrastructure
“Cloud Computing”
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Both “I” and “C” will make the Paradigm Shift !

Cloud Computing

. Server + Client
Model & P2P

: Internet
New Generation Network/ - & NGN over IP

Future Internet over post-IP

TOMONORI AOYAMA GICTF




Spiral Progress of Networking Technology

NWGN /
Centralized Control \
Separation of Data & Control Internet

Intelligent NW
Circuit/Flow/Packet Switching
ID-Locator Separation

?

Distributed Control

Telephone Integration of Data & Control
Network Stupid NW
Centralized Control Packet Switching
Separation of Voice & Signaling ID & Locator combined
Intelligent NW
Circuit Switching T. Aoyama

Telephone Number



GICTF Network Virtualization Concept

SDN: Software Defined Network
Slice 1 Slice 2 Slice N

Priigzgirng Cloud ID/ Loc Content Legacy e
N W AIC\IC\?\?S NW Onented NW NW

“Slices” accommodate diverse NWs for applications

R R — é ﬁ
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Handsets, PCs
Appliances, Sensors, -

Network Virtualization Infrastructure H g
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Open Flow

B Separate packet transfer function from routing control function
B Programmable flow-based routing, fault recovery, load balance,
virtualization

H Open Network Foundation started. |
Open Flow J

Open Flow Protocol controller &=
HDE

@n Flow Switch 0

Secure
SW Channel

Packet transfer | | ~ =TT mmmmm s s s mm T
based on Flow Rule Action Statistics
hw Rule Action Statistics

EPacLly7\ Flow Table
.ﬂq N Packgt
B TR

Add/delete flow entries
Encapsulated packets
Controller discovery

Courtesy of
Dr. Iwata of
NEC




VNode Project for Network Virtualization

Realizing Advanced Network Virtualization Infrastructure

Enabling Meta—Architecture (Any Network In A Slice)

2008-2010 1st Phase Project (NICT/Utokyo/NTT/NEC/Hitachi/Fujitsu)

2011-2014 2nd Phase Project (Utokyo/NTT/NEC/Hitachi/Fujitsu/KDDI)

funded by NICT
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Supporting All the Requirements for Advanced Network Virtualization

Authentication
Authorization
Accounting
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JGN-X Network Figure (from 2011/4)

Realizing multiple New Generation Network Planes on a
virtual JGN-X network. Also made available is to
interconnect
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Evolution of Cloud Computing

GICTF

* From Single Cloud to Hybrid Cloud, which is a connection
between Public and Private Cloud, and then to global
Inter-Cloud Computing

Single Cloud(~2010)

Private Cloud

ment & Big
Org jzation Co
Public CloudSaaS.”PaaS
259K Provider

General User. Small Compan

v

Hybrid Cloud (2011~)

Inter Cloud (2015~ )

Private Cloud

General User. Small Company

Private
Cloud
Private
Cloud

T. AOYAMA
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GICTF  GICTF: A technology forum to promote “Inter-cloud”

L]

Promotes the global open inter-cloud technologies and standardization
through collaboration among academia, government and industry
Established on July 17t 2009

CI d system B
Cloud system A e i ou ys em

Applications - : 1 ,
Applications 5

! . .y > |
Servers
Storage dev

‘Standard “inter-
cloud” interface

I-

Virtualized Network on New Generation
Network / Future Internet.

~
™ ™ 1
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ST Key Issues for Inter-Cloud Service Federation

(C) Provisioning, monitoring and
control across multiple clouds

Cloud System A Cloud System B

Provisioning  «— =~ Provisioning

CEGOV gt y e-Gov

- Application

Legacy System (A) Inter-cloud = @@

< | , S
S interworking =
= |architecture and 8
I o (standard interfaces| o
Server 5 2
o S

o
2 H 5
’ Storage S 2

i

(B) SLA assurance for totality of
server, storage and NW

Our target is an environment in which
consisting of several hundreds of applications and several thousands of virtual
servers. 14



GICTF Highly Reliable Inter-Cloud Systems R&D project funded by MIC
<2009 - 2012: total_43M$>

i

Ej _ | Cloud Resource
Cloud System Cloud System Provisioning

J\

/\ .| Cloud Resource

Reconfiguration

&\M"Wﬂ Federation and

Dynamically
Reconfigurable NW
based on Open Flow

13
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Japan Cloud Consortium (JCC) was established in December 2010

The private organization of a “Japan Cloud Consortium” is established to
promote the dissemination/development of cloud services in Japan in an
industry-academia-government collaboration of various industries,
organizations, and businesses. Both MIC and METI are supporting JCC !

Japan Cloud Consortium (JCC)

General Meetmg (held about twice a year, wlth a svmposnum) J
el Sl E | e R S AR S g I O D

( Secretarial Board
_ (Secretariat : Nippon Keidanren and NTT Data Institute of Management Consulting)

345 Next Process Cloud
Member Generation || Coordina Migrat|on

8 WG’ s
WG tion WG WG

[ ASPIC } { JDCC J [ GICTF

Total number of members1378 as of Dec. 2011 16 3

Related

Agencies




EU-Japan Collaboration for NWGN/FI and Cloud Computing

EU-Japan Symposium on

Future Internet / New

generation Network
October 20-21, 2010
Tampere, Finland

EU-Japan Symposium on Future
Internet/ New generation Network
January 19, 2012 Tokyo, Japan

Joint proposal to FP7 Call 8
6 Projects

17



Thank you !
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GICTF: Global Inter Cloud Technology Forum gictF

[ General Assembly ] Chair: Tomonori Aoyama

http://www.gictf.ip/index_e.html I [Board of Directors ]

Technology Task Force Application Task Force

1. Collect and share information with 1. Identify technical needs
organizations and at conferences related to secure cloud
related to cloud computing interworking

2. ldentify technical needs related to 2. Promote widespread use of
secure cloud interworking cloud interworking technology

applicable to e-Government, etc.
3. Develop a standard set of Member: 85 ati
specifications applicable to e- ember. oo organizations

Government, etc. and propose it to NTT. KDDI. NEC, Hitachi, Fujitsu,
relevant standards bodies Toshiba, Microsoft, IBM, Oracle, Cisco,

VMware, 113, BIGLOBE, NICT, NII, NRI,

etc., 38 members from Univ.
20




GICTF
Collaboration among GICTF and various SDOs

DE-facto Standard

OGF %G OMG

Cloud Interoperability

OGE- (i()/o 4 Roafjmaps Session
curope ST oY [
SLG — Special Liaison '

Group member OBJECT MANAGEMENT GROUP NIST CC forum Ng

SNIA
=
SNIA

US Government

eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee

GICTF | De-jure Standard

& N
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A
Open Source j\w
Community ITU-T FG Cloud &<
OpensStack n CC Standard Study Group IEEE

openstack \
~ ISO/IEC JTC SC38

A

Cloud Business
. Google, Salesforce, Amazon,

etc. 21



GICTF Use case of guaranteeing performance against an abrupt increase of the load

Service consume6

Numerou
S access
attempts
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Avoid additional delay caused by the
increased load by means of

alternating data for access point to
other cloud provider

number of
access

Lease the required
quantity of
resources from the
community cloud

Network /

Distribute the load on the own
servers to outside the own cloud

.* .
Service 1

Provider Y: dommunity cloud

Provider X

system _
| []
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| Return the processing to the
original cloud system when load
distribution becomes
unnecessary




et Framework of Inter—-cloud Interface Specification

1. The interface between two cloud systems
administered by different operators

2. Three layer modeling

v' Lower layer protocols assumed as some XML message
exchange, e.g., REST or SOAP

v Inter-cloud protocol: Information flows, message semantics
with associated parameters specified

v' Data models for network resources specified

v" Data models for computing and storage referenced to other
SDO’ s specifications

Inter-Cloud Protocol x o
j Data Center Resource } [ Network Resource

Data Model Data Model
Cloud System e3P (Cloud System

Computing and Storage) (Network)

Data Center Network Data Center Network (
Resource Resource Resource Resource v L Lower Layer Protocols (e.g., REST or SOAP)

Y

)
\

Inter-Cloud Protocol

Inter-Cloud IF
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GICTF

R&D topics on Integration of
Inter Cloud and Network Virtualization

Versatile Information Services

Total Handling and Control

Network Resource Processing Resourcel Storage Resource

Important R&D target for Inter Cloud

24



GICTF

Technical Issues on Network Virtualization
for Intercloud Cooperation

Resource Abstraction
— Hiding details of resources
— Name resolving of resources

Resource Isolation
— Isolation among private virtual networks
— QoS control to guarantee bandwidth or latency

Programmability

— Enabling creatlon of network functions based on
new ideas (cache/encryption)

Elasticity

— Providing network resources on-demand
— “Cloud networking among clouds”

Acknowledgement & Credits: The white paper of Network virtualization study group in 2010.



